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Abstract

The main objective of this work is to introduce a length correction factor, based on CFD simulation results, in order to extend the
method for taking into account the surface roughness effects in the calculation of laminar flow through rough microchannels described in
[J.R. Valdés, M.J. Miana, T. Pütz, Numerical investigation of the influence of roughness on the laminar incompressible fluid flow
through annular microchannels, Int. J. Heat Mass Transfer 50 (2007) 1865–1878], to surface roughness values much larger than the ones
considered in the previous study. The method proposed in Valdés et al. (2007) consisted in building an equivalent smooth channel with
the same flow resistance as the rough one. As in this case, the new method is validated with results of CFD simulations of microchannels
with different roughness values.
� 2008 Elsevier Ltd. All rights reserved.
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1. Introduction

The aim of this work is to extend the calculation method
described in [1] to microchannels with a wider range of rel-
ative roughness and peak density values, and to describe a
procedure for developing such type of models. In [1], a
method for taking into account the surface roughness
effects in the calculation of the fluid flow through very
narrow channels, with static walls and surface roughness
was developed, based on 2D-axisymmetric CFD simula-
tions. The relative roughness values were limited to 7%,
while the linear peak density was limited to 180 peaks/
mm (equivalent to a surface density of 32,400 peaks/mm2,
assuming an isotropic peak distribution). The aim of the
present work is to extend said method to channel walls that
might have much higher roughness and peak density, using
CFD simulations of 3D channels formed by two parallel
surfaces.
0017-9310/$ - see front matter � 2008 Elsevier Ltd. All rights reserved.
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As in the previous work, the motivation for this work is
the simulation of sealing systems, and in particular, the
necessity to accurately calculate the flow rate that some-
times appears through the space that exists between a seal
and the housing that contains it (see Fig. 1). Such case is
sometimes found, among other applications, in the brake
cylinder seals that separate the pressurized chamber and
the chamber where the brake liquid is at atmospheric
pressure.

Due to the very small width of the channels that are
formed in these seal systems, the roughness of the surfaces
involved plays a fundamental role. It is precisely in the
domain formed by the rough surface of the metal and the
elastic rubber material, which tries to adapt to the surface
asperities, where a series of microchannels appear, in which
it is important to analyse the fluid flow, in order to estimate
possible leakages from the pressurized region.

The aim of this piece of work is to extend the methodol-
ogy presented in [1], in order to widen the range of
roughness values for which it is valid. The proposed meth-
odology consists in running CFD simulations of the fluid
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Nomenclature

a,b,c parameters of the fitting function
A cross-sectional area
Aeff average cross-sectional area
Awet channel surface in contact with the fluid
d channel height
dh hydraulic diameter
h average roughness peak height
hmax maximum peak height
K flow resistance coefficient
L length
Ps static pressure
Pt total pressure
Q volume flow rate
Re Reynolds number
v flow velocity vector

V mean flow velocity
Vfluid net volume occupied by the fluid

Greek symbols

e relative roughness
D increment
l fluid viscosity
q fluid density
qpeaks surface peak density
n length correction factor

Subscripts

CFD calculated from the CFD results
model calculated with the model
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flow in this type of channels, using its results to analyse in
detail the fluid flow, and develop a model that allows its
calculation from a reduced number of geometric and mate-
rial parameters. This model can then be integrated in
dynamic simulation models of the complete system, which
allow to analyse and predict possible problems in the
behaviour of the system, as well as to propose and analyse
possible solutions and improvements.

In the previous work [1], the classical viscous flow
theory was used, and it was established the coherence
between the classical theory applied to flows through very
narrow channels, and experimental and numerical results.
In general terms, the recent articles on laminar flow
through microchannels report a consistent behaviour
between experiments, simulations and the classical theory
[2–12]. The detailed experiments performed during the last
years show that the laminar flows through microchannels
are consistent with the classical theories and that the
deviations that appeared in earlier papers are probably
Plunger

Housing

Seal

Fluid

Fig. 1. Sketch of a typical seal system.
due to measurement uncertainties, errors in the diameter
measurements, instrumentation errors, failure to consider
other pressure losses present in the experiments, etc.

These results, combined with the numerical simulations
of smooth channels presented in [1], and their comparison
with the theoretical results, show that numerical simulations
are a valid tool for simulating and analysing fluid flow in
microchannels, and developing analytical models. CFD sim-
ulations allow to quickly run a large number of experiments,
varying dimensions, roughness values, boundary condi-
tions, etc, discarding many of the uncertainties associated
to experimental tests on systems of such reduced dimensions.

Many articles report roughness effects as a cause for
deviations from the macroscale theory [1,13,14,20,21],
associating with them an increase in Poiseuille number with
respect to conventional theory. Some authors [13,22] pro-
pose a roughness viscosity model to account for the effects
of the surface roughness, which requires an experimentally
determined coefficient. In general terms, the published arti-
cles show deviations of the classical theory due to the
roughness, analyse and quantify these deviations, but do
not propose analytical models.

No papers have been identified considering microchannel
flow with relative roughness values larger than 10%. How-
ever, relative roughness values much larger than 10% can
be found in the microchannels that appear in sealing sys-
tems, in which the rubber material, pressed against the
asperities by the external pressure, tends to fill all the avail-
able space, thus making the relative roughness value tend to
100% and fulfilling the sealing functionality. However,
before the pressure is high enough and the cavities are totally
filled, there exist gaps through which the fluid can flow.

2. Laminar incompressible flow through rough microchannels

In general, for fully developed laminar flows in ducts of
constant cross-section, there exists a linear relationship
between the pressure drop and the volume flow rate [15]:
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DP t ¼ K � Q ð1Þ
Q ¼ A � V ð2Þ

where DPt is the total pressure difference between the chan-
nel inlet and the channel outlet, Q is the volume flow rate,
A is the cross-sectional area and K is the flow resistance
coefficient. DPt refers to the pressure difference between
the initial and final sections of the microtube, without con-
sidering the pressure losses upstream the tube inlet or
downstream the tube outlet due to contractions or expan-
sions. For flow between parallel surfaces, the flow resis-
tance coefficient K is equal to [15]:

K ¼ 48 � l � L
A � d2

h

; ð3Þ

where L is the length of the channel, l is the fluid viscosity
and dh is the hydraulic diameter.

The method presented in [1] consists in building an
equivalent smooth channel of the rough one, by defining
the hydraulic diameter of the rough channel as

dh ¼
4V f

Aw

; ð4Þ

where Vf is the fluid volume and Aw is the wet area of the
channel. An effective cross-sectional area can be defined for
the channel as

Aeff ¼
V f

L
ð5Þ

and the flow coefficient for a rough channel can be written
as

K ¼ 48lL

Aeffd
2
h

¼ 4lA2
wL2

V 3
f

: ð6Þ

The accuracy of this expression for microchannels with
relative roughness values up to 7% and peak density values
up to 180 peaks/mm (32,400 peaks/mm2) was checked in [1].

3. CFD simulation models and extended calculation method

Fig. 2 shows the general form of the channels that have
been modelled. The channels are formed by two parallel
Fig. 2. Geometry of the m
plates of 100 lm of length and undetermined width (the lat-
eral walls of the model are symmetry boundary conditions,
being the width of the model 12 lm). The entrance and exit
of the channel is slightly tapered, in order to resemble the
typical progressive channelling of the flow due to the
rounded corners of the seal.

Generally, the channels that appear between a seal and
its housing are annular channels. A geometry formed by
two narrow parallel surfaces, with symmetry boundary
conditions at the lateral sides, represents one very small
sector of the annular channel. In this type of channels,
the dominating fluid direction is the axial direction, parallel
to the walls, with small contributions in the radial and tan-
gential directions due to the surface asperities. By model-
ling two parallel surfaces, including the surface asperities,
the model captures the 3D flow, neglecting only the tangen-
tial flow at the lateral boundaries. The total flow for the
whole annulus can be extrapolated from the results of
one sector, as shown in Table 1 for a smooth channel. This
table shows the computational flow resistance results for an
annular channel of 10 mm of radius and 2.5 lm of height,
and a plane channel of 2.5 lm of height and 12 lm of
width, and the flow resistance of the annulus extrapolated
from that of the plane channel. A complete model for the
whole annular channel, including the surface roughness,
would be excessively large.

Table 1 also shows that the CFD flow resistance coeffi-
cient differs from the analytical one, calculated with Eq.
(6), in less than 1%, demonstrating the validity of the
CFD code. Another validation was performed in [1], using
2D-axisymmetric channels.

On one of the surfaces pyramidal asperities of different
sizes and densities have been modelled at random, produc-
ing five different models (see Fig. 3). For each the models,
the upper wall is set at different heights with respect to the
lower wall, in order to obtain different values of the chan-
nel height d and of the relative roughness e, calculated as
the ratio between the average peak height h and the chan-
nel hydraulic diameter, which equals 2d for parallel plate
channels. In some cases, the upper wall has interference
with the highest peaks. The values of the parameters of
each model are listed in Table 2.
icrochannel models.



Table 1
Flow resistance results for annular and plane smooth channels

Length (m) Height (m) Radius (m) Width (m) Ktheory (Pa s/m3) KCFD (Pa s/m3) Kextrapolated (Pa s/m3)

Annular channel 100E�6 2.5E�6 10E�3 1.64E+13 1.63E+13 1.62E+13
Plane channel 100E�6 2.5E�6 – 12E�6 8.58E+16 8.50E+16 –

Fig. 3. Surface roughness models.
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In all the models the inlet is defined as a pressure inlet at
10 bar and the pressure at the outlet is fixed at 0 bar. For
some of the models, simulations have been also run impos-
ing different inlet pressure values (1, 2, 5, 10 and 50 bar).
The resulting pressure drop-volumetric flow rate relation-
ship is totally linear (see Fig. 4); this means that the flow
is only determined by the viscous (linear) losses and that
the flow resistance coefficients K calculated from the



Table 2
Simulated models

hmax (m) h (m) qpeaks

(peaks/m2)
d (m) e = h/2d

(%)

Model 1 1.50 E�6 0.31 E�6 1.67E+10 10.0E�06 1.55
5.00E�06 3.10
2.50E�06 6.20
1.25E�06 12.40
6.25E�07 24.80

Model 2 4.00 E�6 0.96 E�6 6.00E+10 5.00E�06 9.60
2.50E�06 19.20

Model 3 2.50 E�6 0.54 E�6 3.33E+10 10.0E�06 2.70
5.00E�06 5.40
2.50E�06 10.80
1.25E�06 21.60

Model 4 3.00 E�6 0.38 E�6 6.00E+10 10.0E�06 1.93
5.00E�06 3.85
2.50E�06 7.70
1.25E�06 15.40

Model 5 3.00 E�6 0.45 E�6 1.20E+11 5.00E�06 4.53
2.50E�06 9.05
1.18E�06 19.18

Table 3
Brake fluid properties at 23 �C (provided by TRW Automotive)

q 1057 kg/m3

l 0.0134 kg/m s
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CFD simulations at 10 bar, and which will be compared
with the analytical ones, are valid for any other pressure
value, as long as it is within the laminar flow regime. At
the rest of the model boundaries a non-slip wall boundary
condition is imposed, except for the lateral symmetry
conditions.

Since our main motivation is the flow through very nar-
row channels in seal systems, and, in particular, in brake
cylinder seals, a typical brake oil has been modelled (see
properties in Table 3).

Assuming the hypotheses of laminar, incompressible and
isothermal flow, steady-state regime, and Newtonian fluid,
the resulting continuity (7) and momentum (8) equations
are solved by means of the finite volume method, using
the segregated implicit double precision solver of the com-
mercial code FLUENT [16]. Double precision is required
to capture accurately the small grid dimensions, areas and
volumes. The momentum and continuity equations are
solved sequentially. The continuity equation is used as an
equation for pressure, but pressure does not appear
explicitly in the continuity equation for incompressible
y = 2E+17x
R2 = 1
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Fig. 4. Relationship DPt vs. Q for two of the models: m
flows, since density is not directly related to pressure. The
SIMPLE [17] (Semi-Implicit Method for Pressure-Linked
Equations) algorithm is used for introducing pressure into
the continuity equation. A detailed description of the
numerical methods included in FLUENT can be found in
Mathur and Murthy [18] or Kim et al. [19].
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For each model, a fine mesh of 1–1.5 million cells with a
minimum of 10 cells across the channel is built (see
Fig. 5). A refinement is applied, resulting in meshes of
around 2 million cells, and yielding differences in mass flow
rate, with respect to the original mesh, between 1.5% (mod-
el 1) and 3% (model 5). Finally, to check the mesh indepen-
dency of these refined grids, an additional refinement is
performed for one submodel (one height value) of each
model, yielding meshes of around 2.5 million cells and dif-
ferences in mass flow below 1% with respect to the results
of the second meshes, which are the ones used for the
analysis.

The indicator of calculation convergence is the scaled
residual for each of the conserved variables [see 16], the
mass flow imbalance throughout the domain and the mass
flow stability along the calculation. In particular, the simu-
lation is considered to be converged when each of the resid-
uals is below 1e�12, the mass flow imbalance is four orders
of magnitude smaller than the average mass flow rate value
and the change in mass flow rate from one iteration to the
y = 5E+16x
R2 = 1
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odel 3, d = 2.5 lm (left); model 2, d = 5 lm (right).



Fig. 5. Detail of the mesh of one of the models.
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next is at least four orders of magnitude smaller than the
average mass flow rate through the domain.

Table 4 summarizes the main features of the different
models. Each submodel corresponds to a different position
of the upper wall with respect to the lower wall, considering
both cases in which the upper wall is not penetrated
into the peaks and cases with penetration of the upper wall
into the peaks. The values of the parameters needed to
apply the calculation method are shown in the table. The
average surface height, the fluid volume and the wet surface
area are directly computed by the CFD solver (FLUENT)
and the relative roughness, e, is calculated as h/2d. The flow
coefficient K is calculated using expression (6).
Table 4
Main parameters of the different models and analytical flow resistance coeffic

d (m) e (%) Vf (m3)

Model 1 10.0E�06 1.55 1.17E�14
5.00E�06 3.10 5.65E�15
2.50E�06 6.20 2.65E�15
1.25E�06 12.40 1.15E�15
6.25E�07 24.80 4.58E�16

Model 2 5.00E�06 9.60 5.19E�15
2.50E�06 19.20 2.22E�15

Model 3 10.0E�06 2.70 1.14E�14
5.00E�06 5.40 5.44E�15
2.50E�06 10.80 2.56E�15
1.25E�06 21.60 9.89E�16

Model 4 10.0E�06 1.93 1.17E�14
5.00E�06 3.85 5.69E�15
2.50E�06 7.70 2.69E�15
1.25E�06 15.40 1.22E�15

Model 5 5.00E�06 4.53 5.64E�15
2.50E�06 9.05 2.64E�15
1.18E�06 19.18 1.10E�15
Using the CFD results of flow and total pressure drop, a
‘‘numerical” flow coefficient KCFD can be calculated using
expression (1), and then both results, Kmodel and KCFD, are
compared. Fig. 6 shows the deviation of Kmodel with respect
to KCFD, computed as the difference between Kmodel and
KCFD divided by KCFD and written on a percentage basis.

The model yields deviations lower than 10% for low
roughness and low peak density, but suffers a strong devi-
ation as the relative roughness and peak density values
increase. An extension of the model has to be proposed
for high roughness and high peak density values. In
Eq. (6), the travelled length L is considered as the length
of the model (100 lm in this case), but, in reality, the fluid
ient

Aw (m2) dh (m) K (Pa s/m3)

2.54E�09 1.83E�05 1.65E+15
2.54E�09 8.88E�06 1.44E+16
2.54E�09 4.17E�06 1.40E+17
2.51E�09 1.83E�06 1.66E+18
2.07E�09 8.84E�07 1.80E+19
3.49E�09 5.94E�06 3.52E+16
3.23E�09 2.75E�06 3.83E+17
2.78E�09 1.64E�05 2.08E+15
2.78E�09 7.82E�06 1.94E+16
2.78E�09 3.68E�06 1.86E+17
2.43E�09 1.63E�06 2.44E+18
2.82E�09 1.66E�05 1.99E+15
2.82E�09 8.09E�06 1.73E+16
2.81E�09 3.84E�06 1.62E+17
2.60E�09 1.88E�06 1.48E+18
3.02E�09 7.47E�06 2.04E+16
3.01E�09 3.51E�06 1.97E+17
2.71E�09 1.62E�06 2.25E+18
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moving through the channel must travel a length which is
longer than the actual model length. Moreover, this dis-
tance should increase as the peak density and the relative
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Table 5
Geometric characteristics of the additional evaluation models

d (m) h (m) qpeaks (peaks/m2) e (%)

Model-6 10.0E�06 0.26E�06 6.00E+10 1.30
5.00E�06 0.26E�06 6.00E+10 2.60
2.50E�06 0.26E�06 6.00E+10 5.20
1.25E�06 0.26E�06 6.00E+10 10.40

Model-7 10.0E�06 0.31E�06 6.00E+10 1.53
5.00E�06 0.31E�06 6.00E+10 3.06
2.50E�06 0.31E�06 6.00E+10 6.12
1.20E�06 0.31E�06 6.00E+10 12.75

Model-8 5.00E�06 0.06E�06 2.50E+10 0.65
2.50E�06 0.06E�06 2.50E+10 1.31
1.25E�06 0.06E�06 2.50E+10 2.61
6.25E�07 0.06E�06 2.50E+10 5.23

Model-9 10.0E�06 0.36E�06 9.00E+10 1.80
5.00E�06 0.36E�06 9.00E+10 3.60
2.50E�06 0.36E�06 9.00E+10 7.21

Model-10 3.00E�06 0.25E�06 5.00E+08 4.23
1.05E�06 0.25E�06 5.00E+08 12.10
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KCFD ¼
4lA2

wðL � nÞ
2

V 3
f

: ð9Þ

The actual ‘‘effective” length travelled by the fluid is

Leff ¼ L � n: ð10Þ

Fig. 7 shows the length correction factors calculated with
Eq. (9) as a function of the relative roughness. The figure
clearly shows how, for a given peak density, the length
correction factor increases with roughness. However, it
does not show an increasing trend with peak density, as
the cases with 120,000 peaks/mm2 fall between the 16,700
and the 33,000 peaks/mm2 cases. A plot of the ratio
n/qpeaks versus the relative roughness (Fig. 8) gives a much
clearer view of the dependency of the length correction fac-
tor on both the peak density and the relative roughness.
Fig. 8 shows that, for a given peak density, n/qpeaks

increases in an approximately linear fashion with the rela-
tive roughness:

n
qpeaks

¼ a � eþ b: ð11Þ

For e = 0 and qpeaks = 0, n tends to 1; therefore b = 1/qpeaks

and

n
qpeaks

¼ a � eþ 1

qpeaks

: ð12Þ

The computational values of n/qpeaks can be fitted to a
function of this type, with a resulting value of
a = 3.18E�5. The difference between the computational
values and the ones obtained with Eq. (12) is below 5%,
Fig. 9. Fitting of the c
except in cases with high roughness and high peak density,
where the value of n is overestimated. It is important to
predict the value of n as well as possible, because the flow
resistance coefficient depends on the square of the effective
length. On the basis of the results of the previous fitting, we
can try to include a crossed term of the type:

n
qpeaks

¼ a � eþ 1

qpeaks

� c � e � qpeaks: ð13Þ

The fitting of this function to the computational CFD
results yields a = 4.6E�5, c = 2.8E�10 (see Fig. 9), with
a value of the coefficient of determination R2 of 0.997.
orrection factors.



Fig. 10. Image of a plunger surface obtained by means of confocal microscopy techniques (RMS roughness = 0.63 lm, approximate peak density
400 peaks/mm2).

Table 6
Final assessment of the proposed method

Model e (%) n (CFD) n n/nCFD � 1 (%) KCFD (Pa s/m3) Kmodel (Pa s/m3) (Kmodel/KCFD) � 1 (%)

1 1.55 1.02 1.01 �0.6 1.70E+15 1.68E+15 �1.3
3.10 1.03 1.02 �1.1 1.54E+16 1.51E+16 �2.3
6.20 1.05 1.04 �0.6 1.54E+17 1.52E+17 �1.3
12.40 1.04 1.09 3.9 1.78E+18 1.96E+18 7.9
24.80 1.14 1.17 2.4 2.35E+19 2.47E+19 4.8

2 9.60 1.21 1.17 �3.2 5.12E+16 4.80E+16 �6.2
19.20 1.45 1.34 �7.9 8.07E+17 6.84E+17 �15.2

3 2.70 1.00 1.03 3.6 2.07E+15 2.22E+15 7.4
5.40 1.05 1.07 1.5 2.14E+16 2.20E+16 3.0
10.80 1.16 1.13 �2.1 2.48E+17 2.38E+17 �4.1
21.60 1.35 1.26 �6.1 4.43E+18 3.91E+18 �11.8

4 1.93 1.01 1.03 2.2 2.04E+15 2.13E+15 4.4
3.85 1.07 1.07 0.1 1.97E+16 1.97E+16 0.1
7.70 1.14 1.14 �0.2 2.09E+17 2.08E+17 �0.5
15.40 1.26 1.27 �0.8 2.37E+18 2.39E+18 1.0

5 4.53 1.05 1.07 2.1 2.23E+16 2.33E+16 4.3
9.05 1.11 1.13 2.0 2.44E+17 2.54E+17 4.0
19.18 1.16 1.29 11.2 3.00E+18 3.71E+18 23.6

6 1.30 1.02 1.02 0.2 1.78E+15 1.79E+15 0.4
2.60 1.05 1.05 �0.3 1.62E+16 1.61E+16 �0.6
5.20 1.10 1.09 �0.8 1.65E+17 1.62E+17 �1.7
10.40 1.15 1.18 2.6 1.95E+18 2.05E+18 5.2

7 1.53 1.03 1.03 �0.4 1.93E+15 1.91E+15 �0.9
3.06 1.08 1.05 �2.0 1.78E+16 1.71E+16 �3.9
6.12 1.13 1.11 �2.0 1.78E+17 1.71E+17 �4.0
12.75 1.20 1.22 1.8 2.11E+18 2.19E+18 3.7

8 0.65 1.05 1.01 �4.2 1.29E+16 1.18E+16 �8.3
1.31 1.05 1.01 �3.8 1.05E+17 9.76E+16 �7.4
2.61 1.05 1.03 �2.6 8.78E+17 8.32E+17 �5.2
5.23 1.04 1.05 0.6 7.02E+18 7.11E+18 1.2

9 1.80 1.07 1.03 �3.1 1.97E+16 1.85E+16 �6.1
3.60 1.11 1.07 �3.6 1.94E+17 1.80E+17 �7.1
7.21 1.12 1.14 1.5 1.75E+18 1.80E+18 3.0

10 4.23 1.05 1.00 �5.1 3.44E+16 3.10E+16 �9.9
12.10 1.06 1.00 �5.0 1.21E+18 1.09E+18 �9.7
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The difference between the computational values and the
values obtained with Eq. (13) is lower than 8%, except in
the case with highest peak density and highest roughness,
where it is 11% (see Table 6).

In order to check the adequacy of the fitting function to
calculate the length correction factor for different channels,
five additional models have been built. The main character-
istics of these models are summarized in Table 5. The
roughness parameters of these models are within the range
of those of the first five models, or below the lower limit. In
particular, model 10 is based on actual roughness parame-
ters of a real plunger surface measured by means of confo-
cal microscopy (see Fig. 10). Its roughness parameters are
within the initially studied range, but its peak density is
quite lower (500 peaks/mm2).

Eq. (13) predicts well the computational results of n,
including the values of the five additional models that have
not been used for the fitting. The deviation of the calcu-
lated n with respect to nCFD is always below 8%, except
for one case with 11% (see Table 6). The final deviation
of the flow resistance values with respect to the ones
obtained with the CFD models is within a [�10%,+10%]
interval (see Table 6), except for three cases
(11%,15%, 23%), corresponding to cases with very high rel-
ative roughness (around 20%) and high peak density
(>33,000 peaks/mm2).

Therefore, it can be concluded that the described length
correction function is suitable for correcting the channel
length for cases with peak density values in the studied
range, from 500 peak/mm2 up to 120,000 peaks/mm2, and
relative roughness values at least up to 15%. For channels
with low roughness values, either the initial method, using
the nominal channel length, or the new one, using the effec-
tive length, can be used. It is interesting to realise that a rel-
ative roughness of 15% means that the channel height
represents only three times the average roughness, indicat-
ing either a very narrow channel, a very high roughness or
a deep penetration of the surfaces that form the channel
(the channel is nearly closed).

The methodology herein described could also be used
for deriving length correction factors for other types of
microchannels, or microchannels with even higher rough-
ness values than those considered in this work.

4. Conclusions

A method for taking into account the effects of very high
roughness in the calculation of the fluid flow through
microchannels has been presented, based on the introduc-
tion of a length correction factor into the calculation
method presented in [1]. The correlation of the developed
method with CFD results is very good, and shows its valid-
ity for channels with relative roughness values up to 15%
and peak densities up to 120,000 peaks/mm2.
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